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In deciding how to best implement a strategy for 
supporting critical data systems, Data Center Efficiency
is usually NOT the number one item on the list. 

This is usually followed by the next logical question:
“Where should it be located?”
Then of course:
“How large does it have to be?”
And the last but not least, question:
“How much will it cost?”
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Current Design Goals of 
Building a Data Center

1. High Density Support
2. Flexibility
3. Expandability
4. Infrastructure Redundancy

• Power & Cooling
• Back-up Power

5. Lower Operational Costs
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Most organization’s data centers that were designed 
before 2000 were we built based on technologies did not 
exist or were not commonplace such as:

>Blade Servers and 1U Low Profile 
>Servers w/Dual/Quad Core Processors
>VM - Virtual Machines
>SAN & NAS Storage Arrays
>VOIP
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Result: Datacenters that were built only 7 years ago 
were not designed to support today’s High-Density 
Hardware requirements, much less tomorrow's 
constantly changing standards.



>Blade Servers and 1U Low Profile 
>Servers w/ Dual/Quad Core Processors
>VM Virtual Machines
>SAN & NAS Storage Arrays
>VOIP

Potential Benefits
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Higher Utilization of Computing Resources 
Lower Energy Usage
Lower Space Requirements
Better Management



>Blade Servers and 1U Low Profile 
>Servers w/ Dual/Quad Core Processors
>VM Virtual Machines
>SAN & NAS Storage Arrays
>VOIP

Potential Pitfalls
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X Existing Power & Cooling Not Capable of 
Supporting new Hi-Density  Equipment 

X Higher Energy Usage (Especially for Cooling)
X In-Efficient Space Utilization
X Requires Retro-fitting Power & Cooling



The result is that these design criterion and performance 
metrics have radically changed, directly affecting data 
center design factors such as:

Computing Capability per sq ft (i.e. MPS processing 
power)
Storage per sq ft (Gigabytes – Terabytes)
Power & Cooling per sq ft (Watts)
Infrastructure Scalability - Designing with the ability to 
scale up or down with constantly changing systems and 
demand while maintaining energy efficiency
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Sample Power & Cooling Requirements
High Density 1 U Servers

1U Servers U COOLING
Model WATTS BTUs 1 WATTS BTUs TONS
Dell Power Edge 850 345 1,173 1 13,800 46,920 3.9
IBM eServer X306 350 1,190 1 14,000 47,600 4.0
HP Proliant DL360 275 935 1 11,000 37,400 3.1
Sun Fire X2100 Server 300 1,020 1 12,000 40,800 3.4

1
Dell Power Edge 1850 550 1,870 1 22,000 74,800 6.2
IBM eServer X336 585 1,989 1 23,400 79,560 6.6
HP Proliant DL360R4 535 1,819 1 21,400 72,760 6.1
Sun Fire X4100 Server 550 1,870 1 22,000 74,800 6.2

Each 1 U Server Rack of 40 Servers

Challenge … Scotti, I need More Power
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Sample Power & Cooling Requirements
High Density Blade Servers

COOLING
Model WATTS BTUs U WATTS BTUs TONS
Dell
DELL PowerEdge 1855 5,000 17,000 7U 20,000 68,000 5.7

IBM 
IBM BladeCenter=H Class 8,000 27,200 9U 32,000 108,800 9.1

HP
HP BladeSystem p-Class 4,500 15,300 6U 22,500 76,500 6.4

SUN
Sun Fire E25K Server 25,000 85,000 ~ 25,000 85,000 7.1

Weber Genesis Silver Barbeque 26,000 26,000 2.2

Rack of 4 Chassis      (56 Blades)

Rack of 5 Chassis       (40 Blades)

1 Server                 ( 72Proc)

Blade Servers

Rack of 4 Chassis      (40 Blades)
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High Power Density
Watts per Rack ~ 
2KW-5KW-10KW~+30KW !!!!!

Watts per Sq. Foot ~ 
100W-150W-200W~+300W!!!!

Challenge…
Scalable UPS Power & COOLING !! 
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Heat Load 
Per Cabinet

14 Servers@550W =7.5KW
=26,000 BTUs = 1 Weber Grill !!

28 Servers@550W =15KW
=52,000 BTUs = 2 Weber Grills !!

42 Servers@550W =22.5KW
=78,000 BTUs = 3 Weber Grills !!

Challenge … Scotti, It‘s Very Very Hot in here 
I Need More Cooling
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Server Power Supply Efficiency

THE EPA NEW (80%) ENERGY 
EFFICIENCY STANDARDS FOR 
COMPUTER POWER SUPPLIES  

EXEMPT MOST SERVERS.

Server Manufactures are only 
now beginning to improve 
Power supply Efficiency
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Traditional-Data Center Little/NO Flexibility

-Fixed UPS Size
-Pre-build for Maximum Expected Loads

-Hardwire 
-Electrical Power Distribution
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Flexibility
- Traditional- Fixed Hardwire Electrical 
Distribution

+ Modular – Flexible Power Whips and 
Plug-in PDUs

= Easy Reconfiguration for 
Changing Loads & Equipment Types

•Power & Cooling
•(N+1) and/or (2 N)

Copyright 2007 www.naat.com



Cooling
Traditional-Data Center  Little/NO Flexibility

-Fixed A/C Unit Size
-Pre-build for Maximum Expected Loads

Designed for Lower 
Watts per Sq. ft.

Not Able to Cool 
High Density Loads
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Basic Cooling Efficiency
Example: EER 12 > 1 Ton (12,000 BTUs) cooled by 1KW
This would mean that if the heat load was efficiently 
& closely coupled to the cooling system 
~ 3.5KW of Heat could be cooled by 1KW of energy

HOWEVER !!!

Cooling (in) Efficiency

• For every $1.00 spent on Energy to power computing 
equipment from $0.50 to $2.00 is spent on cooling.

• Cooling systems not specifically designed for Hi-Density 
Cooling not only cannot properly cool the equipment, 
they use far more energy.
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COOLING System Types
•Chilled Water
•Condenser Water
•Direct Expansion

Geographic Location
•Climate: Colder = Better
•Economizer Coils

Cooling Efficiency
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COOLING
Humidity Control

•De-Humidification
•Re- Humidification
•Re-Heat

Cooling (in) Efficiency

• Beside Cooling a function of a CRAC is Humidity Control. 
• The Humidification & Reheat Process is important for maintaining proper levels 

of humidity (i.e 50%). However they do consume additional energy.

• Broadening the set points i.e. 30% -70% will lower costs
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Sample Power Costs 
Computing Load

KW Hour Day Month Year 5 Years
1             24           720               8,760            43,800           

Cost Per 
KWH Day Month Year 5 Years

0.10$       2.40$      72.00$           876.00$         4,380.00$       

Cost Per    
100 KWH Day Month Year 5 Years

10.00$     240.00$   7,200.00$      87,600.00$    438,000.00$   

Save 5% 12.00$    360.00$         4,380.00$      21,900.00$     
Save 10% 24.00$    720.00$         8,760.00$      43,800.00$     
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Sample Data Center 
Cooling Power Costs

Cost Per    
100 KWH Day Month Year 5 Years

10.00$     240.00$   7,200.00$      87,600.00$    438,000.00$   

Power Cost for Cooling / percent of Electrical Load=100KW
% of Load KW Month Year 5 Years

50% 50 3,600.00$      43,800.00$    219,000.00$   
75% 75 5,400.00$      65,700.00$    328,500.00$   

100% 100 7,200.00$      87,600.00$    438,000.00$   
150% 150 10,800.00$    131,400.00$   657,000.00$   
200% 200 14,400.00$    175,200.00$   876,000.00$   
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Sample Energy Costs
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Thank you

We hope you have benefited from the 
information presented here today

For a copy of this presentation please call 
1-800-392-3299 or julius@naat.com

www.naat.com
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